
International Journal for Rapid Research in Engineering Technology & Applied Science 
Vol 2 Issue 3 April 2016 

 
 

 
Paper Id: 2016/IJRRETAS/4/2016/5610 

 

 

NOVEL METHOD TO MINE SEMANTIC PERSPECTIVE 

INFORMATION USING DATA CLASSIFICATION 

 
Puja Trivedi, Dr. Bhupesh Gour 

 
1MTech Student CSE DepartmentTechnocrats institute of technology and science Bhopal, India  

 
2HOD Of computer science department Technocrats institute of technology and science Bhopal , India 

 

pujatrivedi13@yahoo.com, bhupeshgour1974@gmail.com 

 

 
Abstract— In current years, there has been an growing 

stipulate for computerized visual surveillance systems  additional 

and further surveillance cameras are used in public Domain this 

is an ambitious aim which has attracted an growing amount of 

researchers to resolve frequently encounter surveillance 

problems of object detection, object tracking, object 

classification, and aberration detection  over in the video 

attracting extensive interest due to public security. In this 

research, we proposed attempt to mine semantic context 

information together with object-specific circumstance 

information and scene-specific context information.  On the other 

hand, video retrieval allow the customer to search for meticulous 

video segment based on some description commercial increase 

and SVM are included for feature selection and ensemble 

classification. Other researchers have studied optimization of 

support vector machine using genetic algorithms based on fuzzy 

logic through feature subset and by combining these two used 

this technique identification.  

Index Terms— Semantic Perspective Information, object 

classification, GMM. 

INTRODUCTION  

In recent years, there has been an growing require for 

automatic illustration observation systems [1], [2], [3], [4], [5]: 

additional and more  surveillance cameras are use in public 

area such as airport, banks, malls, and passageway station. 

though, they are not optimally utilize due to the guide 

inspection of the  output, which is exclusive and defective. 

Automatic observation systems intend to put together real-time 

and efficient computer vision algorithms in order to assist 

human operators. This is an determined objective which has 

attracted an growing amount of researchers to resolve 

frequently encounter surveillance problems of object detection, 

object organization, object pathway and aberration detection 

over the years. In this research, we challenge to resolve these 

problems by mining semantic circumstance information. 

Object location is a fundamental undertaking in video 

reconnaissance. In the circumstance of stationary cameras, 

foundation demonstrating [6], is a broadly utilized strategy to 

separate the moving pixels (closer view). In the event that there 

are few items in the scene, each joined part of the frontal area 

(blob) as a rule compares to an article, this sort of blob is meant 

as single-item. Then again, it is basic that few articles structure 

one major blob, which is called multi-object, on account of the 

point of camera, shadow and moving items close to one 

another. Since a multi-article is recognized as one frontal area, 

it is hard to get the appearance highlight of every single item. 

Hence, it is hard to characterize and track the articles. Various 

work has been proposed to take care of the group division 

issue, which stressed on finding singular people in a group. In 

head discovery is utilized to find the position of people. Zhao 

and Nevatia [10] use human shape to decipher closer view in a 

Bayesian system. Be that as it may, these strategies are not 

suitable for fragmenting a gathering of articles into person. 

Since bearings of movement of articles are distinctive, their 

stances will change, which may bring about these elements not 

to be plausible. Also, questions in a gathering may have 

comparable shading, composition and shape highlights. To take 

care of this issue, we propose a system base on scenes pecific 

connection highlights, which reflect movement standards of 

items, including bearing of movement and size of article at a 

sure area On the other hand, video recovery empowers the 

client to hunt down specific video fragment in light of some 

portrayal business increment and support vector machine using 

genetic algorithms based on fuzzy logic through feature subset 

and by combining these two used this technique identification. 

are incorporated for highlight determination and group 

order. Different specialists have examined streamlining of 

support vector machine combining so as to utilize hereditary 

calculations through element subset and these two utilized this 

procedure distinguishing verification.  
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RELATED WORK 

In at al[1]Wei Fu In this research, it has been proposed a 

novel unsupervised approach is learn semantic motion patterns 

for a dynamic scene. By representing a video as a topic model, 

an enhanced sparse contemporary coding framework is use to 

find out the semantic topical bases, with which each video clip 

can be sparsely reconstructed. This work indicates that the 

sparse  representations for videos are promising for scene 

analysis applications. 
In at al[5] Jianchao Yang develop an extension of the SPM 

method, by generalizing vector quantization to sparse coding 

go after by multi-scale spatial max pooling, and suggest a 

linear SPM kernel base on SIFT sparse codes. This novel 

proceed remarkably decrease the difficulty of SVMs to O(n) in 

training and a stable in testing. In a quantity of image 

classification experiment, they discover that, in terms of 

categorization accuracy, the optional linear SPM based on 

sparse coding of SIFT descriptors always considerably 

outperforms the linear SPM kernel on histograms, and is even 

improved than the nonlinear SPM kernels, leading to state-of-

the-art performance on several benchmarks by using a single 

type of descriptors. 

In at al[8]Yang Cong  proposed a new criterion for 

abnormal event detection, namely the sparse reconstruction 

cost (SRC). Whether a testing sample is abnormal or not is 

determined by its sparse reconstruction cost, through a 

weighted linear reconstruction of the over-complete normal 

basis set. Thanks to the flexibility of their proposed dictionary 

selection model,  method cannot only support an efficient and 

robust estimation of SRC, but also easily handle both local 

abnormalevents (LAE) and global abnormal events (GAE). By 

incrementally updating the dictionary, our method also 

supports online event detection.  

In at al[7]Bangpeng Yao In this work, utilized 

characteristics and parts for activity acknowledgment. The 

qualities are verbs related depiction of human activities, while 

the parts are made out of articles and poselets. It has been 

educated an arrangement of scanty bases of the qualities and 

parts based picture representation, permitting an activity 

picture to be recreated by an arrangement of inadequate 

coefficients concerning the bases.  

 

Dong et al. [9] propose a novel case based calculation 

which maps a worldwide shape highlight by Fourier 

descriptors to different setups of people straightforwardly and 

utilize privately weighted normal to add for the most ideal 

applicant arrangement. Likewise, they utilize dynamic 

programming to alleviate the  

 

natural equivocalness. Zhao and Nevatia [10] use human 

shape to decipher closer view in a Bayesian structure. Be that 

as it may, these techniques are not proper for dividing a 

gathering of articles into person. Since bearings of movement 

of items are distinctive, their stances will change, which might 

bring about these elements not to be achievable. Likewise, 

protests in a gathering might have comparable shading, 

composition and shape highlights 
Timothy Hospedales  in at al[11]they was address these 

issues by introducing a new dynamic topic model, termed a 

Markov Clustering Topic Model (MCTM). The MCTM builds 

on existing dynamic Bayesian network models and Bayesian 

topic models, and overcomes their drawbacks on sensitivity, 

robustness and efficiency. Specifically, our model profiles 
complex dynamic scenes by robustly clustering visual events 

into activities and these activities into global behaviors with 

temporal dynamics. A Gibbs sampler is derived for offline 
learning with unlabeled training data and a new approximation 

to online Bayesian inference is formulated to enable dynamic 

scene understanding and behavior mining in new video data 

online in real-time. The strength of this model is demonstrated 

by unsupervised learning of dynamic scene models for four 

complex and crowded public scenes, and successful mining of 

behaviors and detection of salient events in each. Most recent 

works for video-based human motion recognition have 

introduced 3- dimensional scale invariant feature transform 

(SIFT).. 

PROPOSED METHODOLOGY  

The To train the classifiers, labeling a large training set by 

hand can be time-consuming and tedious. The difficulty is the 

high cost of acquiring a large set of labeled examples to train 

the two classifiers. Usually, collection of a large number of 

unlabeled examples in most applications has much lower cost, 

as it requires no human intervention. Therefore, we adopt a 

semi-supervised method to learn two classifiers, inspire by the 

idea of co-training learning. Two sets of features will predefine 

and they are relatively independent of each other: 

(1) object-specific context features, such as position, area in 

pixels, velocity; and 

 (2) appearance features based on Multiblock 

Local Binary Pattern (MB-LBP). Two labeled sets wiil 

prepare based on them, each for training one of the classifiers. 

Each classifier predicts on the unlabeled samples to enlarge the 

training set of the other. 

We will propose a novel technique to mine semantic 

perspective information to improve object detection, 

classification and tracking, and abnormal event detection  we 

will attempt to mine semantic context information including 

object-specific context information and scene-specific context 

information  to build an intelligent system  with robust object 

detection, tracking, and classification, and abnormal event 

detection we will analysis  the spatial and temporal topology of 

the camera network facilitate more robust and accurate person 

re-identification. We will perform global activity modeling and 

video temporal segmentation by linking visual evidence 

collected across camera views. Object classification will 
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improve by fusing different feature and enlarging unlabeled 

samples under a co-training framework. We will analysis  

Scene-specific perspective information will efficiently and 

effectively learnt by use of Gaussian Mixture Model (GMM) 

and Graph Cut algorithm. We will perform Experiment 

demonstrate the effectiveness of our semantic context features 

for multiple real world traffic scenes. The propose model will 

have Semantic context information includes object-specific 

context information and scene-specific context information. 

Object-specific context information contains x-, y- image 

coordinates, area in pixels, speed, direction of motion, aspect 

ratio, percentage occupancy. Scene-specific context 

information is learnt with the object-specific context 

information, and we will consider four primary features: 

motion patterns of objects, width of object, paths and 
sources/sinks. Then, the semantic context information adopt to 

we will improve object detection, classification and tracking, 

and detect abnormal events.  We will use Graph Cut algorithm 

to group similar motion patterns to get paths. we improve 

object classification, detection and tracking, and abnormal 

event detection. Our propose technique verify on extensive real 

video data and the results will encourage. Different from the 

existing work [1], [2], We will propose a novel technique to 

mine semantic perspective information to improve object 

detection, classification and tracking, and abnormal event 

detection. 

 
Figure 1 : SVM are included for feature selection and 

ensemble classification 

Object classification will improve by fusing different 

feature and enlarging unlabeled samples under a co-training 

framework. 

Scene-specific perspective information will efficiently and 

effectively learnt by use of Gaussian Mixture Model (GMM) 

and Graph Cut algorithm. 

We propose an GMM -based method of predicting camera 

parameters and their associate times to observe events of 

interest in a hybrid camera network consisting of uncelebrate 

cameras. Our approach accomplishes this task with minimal 

knowledge about the environment by accumulating and 

processing observation data over time. We will validate the 

effectiveness and the performance of the camera parameter 

prediction algorithm using both simulated and real-life 

experiments. Our propose results obtain are encouraging and 

consistent with the algorithm’s expects behavior. For instance, 
a hierarchical abstraction of the camera network could be 

modeled,. The hierarchical groupings of cameras could be 

initially defined by exploiting the geographical locations of the 

cameras at the time of installation (i.e., cameras in the same 

room) and/or inferred through cluster analysis of the 

TTFM(Transition Time Frequency Matrix). The cameras’ 
spatial proximity information could also be used to initialize 

relevant prediction parameters, such as the maximum time 

horizon. Another direction for future work is to model the 

active cameras’ zoom capabilities within the prediction 
framework. The zoom parameter selection could be carried out 

by the underlying computer vision system at the cameras 

themselves [Sommerlade and Reid 2008] or handled as another 

dimension in our prediction model. A distributed, peer-to-peer 

version of the formulation for networks of smart cameras is 

also an important direction for future investigation; the 

particle-based propagation scheme could be invoked naturally 

via message passing. Finally, since the parameter prediction 

algorithm. On the other hand, video retrieval enables the user 

to search for particular video segment based on some 

description commercial increase and support vector machine 

using genetic algorithms based on fuzzy logic through feature 

subset and by combining these two used this technique 

identification included for feature selection and ensemble 

classification. Other researchers have studied optimization of 

support vector machine using genetic algorithms through 

feature subset and by combining these two used this technique 

identification.  

 

 

CONCLUSION  

We presented a novel approach for multi-camera activity 

correlation analysis and global activity inference over a 

distributed camera network of non-overlapping views. To  

introduce a Cross Canonical Correlation Analysis framework 

to detect and quantify temporal and causal relationships 

between local semantic regions within and across camera 

views. for each kind of objects, we will learn its corresponding 

semantic scene specific context information: motion pattern, 

width distribution, paths and entry/exist points. based on these 

information, our propose approach efficient to improve object 

detection and tracking. 
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