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Abstract: Cloud is a huge infrastructure; it is composed 

of networks, data centers and the brokers. Among 

broker is third party entity which is associated with a 

number of cloud infrastructures. Additionally different 

data centers are associated with other infrastructures. 

That mess is created to offer scalability on 

computational resources. The service providers borrow 

the resources from other infrastructure when the self 

resources are in high workload, and the resources are 

ideal when the fewer loads arise for computation. Both 

the conditions increase the cloud infrastructure 

running cost. In this context this issue is observed when 

the resources are not properly managed. Thus the 

cloud computing is focused on appropriate utilization 

of computational resources for achieving the higher 

performance from the cloud infrastructures. The 

management of resources can be possible by adopting 

the scheduling strategy or by managing the virtual 

machines. The proposed work is focused on 

management of virtual machines in cloud servers. In 

this context the proposed work offers a data mining 

technique that is helping us to identify the ideal or 

inactive VMs in infrastructure. Basically the inactive 

VMs are degrading the services of cloud data centers 

because these machines engage the cloud resources but 

it not functioning as requirements. Thus the inactive 

VMs are increases the server running cost, to maintain 

the performance it is necessary to identify and repair 

the VMs. The proposed technique usages the k-means 

and SVR (support vector regression) to classify the 

cloud server log for identifying the target types of VMs. 

The implementation of the presented technique is 

performed using JAVA technology and it is observed 

the proposed technique works more efficiently as 

compared to the similar available techniques..  
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I Introduction 

The cloud computing enhancing the computational 

experience, it offers the computational as well as the 

storage resources. Due to its characteristics it offers shared 

resources, scalable computational and storage resources, 

and more. In order to achieving this, different resource 

management techniques are applied. Among them the 

virtualization, load balancing and resource scheduling 

techniques are much popular. In this work virtual machine 

management is simulated for recovering performance on 

existing cloud infrastructure. Therefore, the aim of the 

cloud is to optimize the resource utilization for 

maintaining the service quality. The proposed work is 

involved for resource management of cloud servers. The 

data centers are basically configured with the multiple 

VMs for effective resource utilization, but the less number 

of active VM not provide effective productivity. 

Thus identification and repairing of VMs are required. In 

this context for classifying the VMs the data mining 

technique is used. That technique help to analyze the 

server log and provide the outcomes based on 

classification of active and inactive VMs. The proposed 

work involves the study of data mining learning methods 

supervised and unsupervised respectively. The data mining 

techniques are employable over the data in different 

manner for recovering the target patterns. This target 

patterns are help to recognize the properties of VM which 

are not working or damaged. However the proposed work 

involves the supervised learning approach for efficient and 

accurate classification of inactive VMs.      
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II PROPOSED WORK 

The proposed work is intended to design and develop a 

data mining model for recognizing the inactive or ideal 

VM (virtual machine) in cloud infrastructure. In this 

context this chapter provides the details about the 

proposed system and their functional aspects. 

 

A. System Overview 

Data mining techniques are become popular due to it’s 

data processing ability. In this context the supervised and 

unsupervised learning techniques are used to learn over 

some predefined patterns and then the algorithms classify 

or categorize the data based on their previous experience 

or training experience. However the performance of 

pattern recognition of supervised learning techniques is 

more accurate then unsupervised learning techniques. In 

this presented work an application of data mining is 

provided in the domain of cloud computing. The cloud 

computing is accepted now in these days for efficient, 

scalable and low cost solutions. In this context a 

significant efforts on management level (SLA) required. 

For example when the server is over loaded then the 

resources are barrowed from other service providers and 

when the resources are ideal. In both the cases the server 

running cost is wearied by the cloud service providers. 

     In this context various strategies are utilized for 

managing the cloud resources i.e. cloud load balancing, 

cloud job scheduling and VM management. This presented 

work involves the VM management techniques for 

improving the performance of data centers. The cloud data 

centers involve the VMs (virtual machines) which are used 

for efficient computing experience. But when the VMs are 

compromised or damaged due to some reasons then the 

performance of entire data center is affected, because the 

inactive or ideal VM capture the cloud resources but non-

functioning for execution of the user request. In this 

context we need a technique that identifies the active and 

inactive VMs. By estimating the inactive VMs the service 

providers can improve their productivity and cloud service 

running cost. This section provides the basic 

understanding about the proposed system. The next section 

provides the details how the proposed model works to 

identify the inactive VMs in cloud data centers. 

B.  Methodology 

The proposed inactive classification model is 

demonstrated using figure 2.1, in this diagram the different 

modules of the system is simulated and this section 

contains detailed discussion of each module: 

 

       Figure 2.1 proposed system 

Cloud server log: the cloud data centers are preparing a 

log file for every event which is happen in server. This log 

file contains the different attributes which are relevant to 

the task, VM input, output, time taken, job description, 

bandwidth and others. Using these log attributes the 

available VMs are estimated to get their functioning. The 

required cloud server VM log file is taken from the [36].  

Data preprocessing: the data preprocessing is an essential 

step in data mining. The available raw data is processed 

before utilizing the data with the machine learning 

algorithms for optimizing the quality of data. In this 

context the data and attributes are removed, added, 

transformed or mapped with the similar values which are 

acceptable with the target machine learning algorithm.

   

k-means algorithm: however the data available in cloud 

server log files are not 2eighbou as the active and inactive 

VMs. It only contains attributes but to use with the 

supervised learning algorithm it is required the data 

instances has the predefined class labels. Therefore the 

proposed work involves the k-means clustering algorithm 

to define class labels for all the dataset instances. The 

working of k-means clustering algorithm is given as: 

The classical k-means algorithm is given using table 2.1. 

This is an unsupervised learning algorithm that works 

directly on the supplied data to recover the patterns. In this 

context the algorithm usages the distance function for 

computing the pattern similarity. The less distance 

demonstrates the most similar object in a given dataset. 



International Journal for Rapid Research in Engineering Technology & Applied Science 
Vol 5 Issue 9 November 2019 

ISSN Online:- (2455-4723) 
 

 

 
Paper ID: 2019/IJRRETAS/11/2019/40697          3 

 

 

The k-means algorithm initially selects the random 

centroids and compare with all the available data instances 

in dataset. After comparing each pattern with the centroids 

the decision is made to group them. If the solution is not 

much suitable then the algorithm computes the new 

centroid based on previous steps, this process is continued 

till the best solution is not found. 

Input: N objects to be cluster ( ), amount of 

clusters to compute k; 

Output: k clusters,  sum of dissimilarity among objects and 

its 3eighbour centroid; 

Process: 

1. Algorithm select k random instances as initial centroids 

; 

2. measure distance among each data instance  and 

centroid, and create label as nearest centroid, calculating 

distance using following formula: 

 

 denotes distance between data instance x and m. 

3. compute mean of data instances in each centroid to 

update cluster centers, 

 

 is number of instances in a cluster i; 

4. reiterate 2) 3) solution is achieved, and algorithm return 

 clusters. 

          Table 2.1 K-means clustering 

Class label assignment: the k-means clustering algorithm 

clusters the entire dataset instances using the internal 

pattern similarity. Additionally during the clustering it 

assign a class label to instance which is depends upon the 

nearest cluster center or centroids.  

SVR training: support vector regression (SVR) is an 

improved version of SVM (support vector machine). That 

is designed to classify the data in multiple classes. 

Therefore this technique also utilizes the concept of SMO 

classification. The key difference between SVM and SVR 

is that SVM usages the basic distance based approaches to 

deploy the hyper plan, on the other hand the SVR usages 

the regression based optimization technique to classify 

data more accurately.    

Trained model: after training the SVR algorithm returns a 

data model instance which is ready to use for classification 

problem. Therefore it is the outcome of SVR training with 

the training data samples.  

Test samples: in order to verify the learning of SVR, 

some preprocessed log data samples are used here for 

testing of the system. These samples are classified using 

the trained model of SVR.  

Class label prediction: the trained SVR accept the test 

samples one by one, additionally for each instance of data 

generates the class labels. Based on this class label 

prediction the performance of classifier is measured.    

 

III Proposed Algorithm 

This section summarizes the proposed algorithm for 

classification of cloud server log for identification of 

active and inactive VMs. The table 2.2 contains all the 

required steps. 

 

Input: cloud server log L, number of clusters k=2, Test 

samples T 

Output: predicted class label C 

Process: 

1.  

2.  

3.  

4.  

5.  

6. Return C 

Table 2.2 proposed algorithm 

 

IV Result Analysis 

The proposed VM classification system for finding the 

inactive VMs is implemented successfully. This chapter 

provides the understanding about the performance of the 

implemented system. 

A. Accuracy 
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The accuracy of any data mining algorithm is measured 

using the ratio of total correctly recognized data samples 

and the total samples to be recognized. That is a 

measurement of correctness. For estimating the accuracy 

the following formula is used: 

 

 

 

 

            Figure 3.1 accuracy % 

Experiments  SVM (support 

vector machine) 

SVR (support vector 

regression) 

1 78.91 98.27 

2 80.42 99.31 

3 79.25 98.54 

4 77.93 99.92 

5 83.19 97.07 

6 81.38 98.21 

7 80.06 97.38 

        Table 3.1 accuracy % 

The classification accuracy of two classifiers for 

classifying the inactive VM classification data set is 

demonstrated in table 3.1 and figure 3.1. The table 

contains the obtained observations of experiments 

conducted with the system and their visualization using the 

line graph is given figure 3.1. According to demonstrated 

results both the algorithms providing the consistent 

accuracy for the classification system among the proposed 

SVR based classification technique outperform as 

compared to the SVM based traditional classification 

technique. Therefore the proposed system is acceptable for 

accurate VM identification. 

B. Error Rate 

The error rate of a data mining model shows the 

incorrectly recognized instances during data 

processing using any machine learning algorithm. 

That is a ratio of incorrectly classified instances and 

the total data instances provided for classification. In 

order to calculate the error rate of algorithm the 

following formula can be used: 

 

Or 

 

 

Figure 3.2 error rate % 
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Experiments  SVM (support 

vector machine) 

SVR (support vector 

regression) 

1 21.09 1.73 

2 19.58 0.69 

3 20.75 1.46 

4 22.07 0.08 

5 16.81 2.93 

6 18.62 1.79 

7 19.94 2.62 

Table 3.2 error rate % 

During the experiments the obtained percentage error rate 

is given in figure 3.2 and table 3.2. The error rate of the 

proposed system and the traditional SVM based 

classification system is compared using table 3.2 and 

obtained error rate is reported. These values are used with 

the figure 3.2 for providing the line graph. According to 

this figure X axis contains the experiments and the Y axis 

shows the obtained percentage error rate. According to the 

outcomes out proposed system demonstrate the stable and 

accurate classification outcomes are compared to the 

traditional SVM based technique. 

C. Memory Usages  

An algorithm what amount of main memory resources 

are usages is known as the memory usages of the 

system. The memory usages of an algorithm are also 

known as space complexity of the system. The 

memory usages of a java based algorithm are 

computed using the following formula: 

 

 

The memory usages of the proposed inactive VM 

classification system and the traditional SVM based 

technique are demonstrated in this section. In this 

context the table 3.3 contains the memory usages of 

the algorithm during different number of experiments. 

These obtained values are visualized using the line 

graph as given in figure 3.3. This diagram shows the 

number of experiments conducted in X axis and Y 

axis denotes the obtained memory usages in terms of 

kilobytes (KB). According to the obtained results the 

proposed system consumes additional amount of 

memory as compared to the traditional SVM based 

algorithm because the proposed algorithm for 

accuracy improvements involve the technique of K-

means algorithm too.  

Experiments  SVM (support 

vector machine) 

SVR (support 

vector regression) 

1 20184 16739 

2 19373 17827 

3 19883 16827 

4 20171 17882 

5 18830 18301 

6 19382 17392 

7 19928 18837 

Table 3.3 memory usages 

              

 

Figure 3.3 memory usages 

A. Time Consumption  

In order to train a supervised learning algorithm an amount 

of time required to process the data. This amount of time 
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requirement is known as time consumption of the system. 

To calculate the time consumption the following formula 

is used. 

 

Experiments  SVM (support 

vector machine) 

SVR (support vector 

regression) 

1 278 309 

2 252 281 

3 266 293 

4 271 284 

5 262 273 

6 277 291 

7 284 309 

Table 3.4 time usages 

 

 

 

      Figure 3.4 time usages 

The time consumption of the proposed system is described 

in figure 3.4, this figure is prepared using the observed 

values given in table 3.4. This table includes the time 

requirements for calculating class labels. Additionally in 

figure 3.4 the required time is notified in terms of 

milliseconds (MS). The X axis of diagram shows the 

number of experiments performed and Y axis shows the 

expense of time. According to the given diagram the SVM 

consumes less amount of time as compared to proposed 

SVR based classification system.   

V.Conclusion And Future Work 

The proposed work is intended to design and develop a 

data mining model that help to improve the productivity of 

the cloud computing. In this context summary of research 

work is submitted in this chapter, additionally some 

essential future extensions are also reported. 

A. Conclusion  

The cloud computing offers scalable computing, plague 

and play resources. Additionally according to the use of 

application that is able to arrange the required resources. 

But to maintain the service quality a significant amount of 

background efforts are required. The cloud computing is a 

huge infrastructure, using this large computational 

problems are solved. In this context the efficient resource 

management techniques are required. Additionally unused 

resources are adding penalty over the cloud service 

providers. Thus the virtualization techniques are used for 

obtaining higher computational throughput. In this context 

multiple VMs are created over a single host or data center. 

But when the VMs are not working properly or damaged 

due to some reasons it is necessary to repair these 

deficiencies. Thus recognition of inactive VMs is required 

to improve the performance of cloud infrastructure. The 

proposed work involves the data mining techniques for 

this task. The data mining techniques are able to analyze 

the generated huge log files and can successfully identify 

the target VMs.   

Basically data mining techniques enable us to accept data 

in bulk and produce the analysis outcome. The data mining 

techniques for this task usages the different kinds of 

computational algorithms for estimating the pattern 

similarities. Therefore different kinds of learning 

approaches are applied on data i.e. supervised learning and 

unsupervised learning. These algorithms are helpful for 

understanding the patterns and relationships among 

available data attributes. The proposed technique of VM 

classification aimed to improve the cloud computing 

productivity by recognizing the inactive VMs. Therefore a 

data mining technique is proposed for pattern 

identification. In order to experiment and system design 

the cloud server logs are used. That logs are used for 
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identifying the inactive VMs. In this context the logs files 

are not containing the predefined data samples. Therefore 

to create class labels the k-means clustering algorithm is 

used. This algorithm help to create 2 different patterns 

groups. After pre-labeling of data the SVR (support vector 

regression) is used for final classification of inactive VMs. 

The proposed system is implemented using the JAVA 

based technology. Java enable us to use different other 

technologies and libraries for implementing the required 

task. Additionally to manage performance data the MySql 

server is used. The performance of implemented 

techniques is provided in table 4.1.  

S. 

No. 

Parameters  Proposed 

SVR 

Traditional 

SVM  

1 Accuracy  High  Low  

2 Error rate  Low  High  

3 Memory usages  High  Low  

4 Time consumption  High  Low  

Table 4.1 performance summary 

According to the obtained performance summary, as given 

in table 4.1 the proposed system provides the accurate 

classification or recognition as compared to traditional 

SVM based technique. The proposed SVR classifier based 

inactive VM recognition technique is suitable when 

accuracy is key aim not preservation of computational 

complexities. In near future it is tried to improve the 

method for time and memory usages. 

B. Future Work 

The aim of designing an accurate data model for 

identifying inactive VMs is accomplished successfully. In 

near future the following work is proposed for extension of 

the work. 

1. The proposed technique usages the hybrid 

technique for classifying the data accurately, in 

near future the ensemble learning technique used 

for extending the work 

2. The current data contains a limited attributes for 

identifying the inactive VM, in near future more 

attributes are collected for more precise 

estimation.  
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