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Abstract:  

The data mining is a tool which includes various 

mathematical definitions and methodologies by which 

the data is corrected, manipulated, and identified 

according to their patterns. Additionally that is 

frequently used for various data classification, pattern 

recognition and other decision making tasks. The 

learning of data mining techniques are basically 

depends on the datasets or the training samples. 

According to the training samples the learners can be 

classified as supervised and unsupervised models. 

Additionally when the supervised learning is used the 

data sets are played more essential roles to guide the 

learning algorithm. But due to incomplete, random and 

inconsistent data can affect the performance of 

supervised classifiers. Therefore the proposed study 

work is concentrated over improving the data set 

quality using the pre-analysis of data. In order to find 

most optimum data analysis algorithm various 

techniques and methodologies are studied. But most of 

them have limitations such as limited class processing 

ability and a number of data processing steps. Thus a 

new data is proposed in this study using the linear 

regression analysis for analysing the data. The 

proposed algorithm works in three major steps first 

input data noise estimation using regression analysis, 

second noisy data separation and the finally the data 

correction. In these steps the data is analysed and unfit 

patterns or noisy patterns those are affecting the 

performance is detected and corrected using the outlier 

estimation technique. The implementation of the 

proposed algorithm is provided using the MATLAB 

environment. After implementation the performance of 

proposed and available technique is evaluated and 

compared over different datasets of machine learning. 

The comparative performance of the system 

demonstrates effectiveness of the proposed algorithm. 

According to the obtained results the proposed 

algorithm improves the classification accuracy between 

5-25% additionally reduces the resource consumption 

approximately 5%. Therefore the proposed technique 

is adoptable due to high accuracy and less time 

consumption.. 

Keywords— performance improvement, data mining, 

data quality, classification, implementation  

I. INTRODUCTION 

Data mining is the process of analysing data from 
different perspectives and summarizing it into useful 
information. Data mining is used to extract information 
from a dataset and transform it into an understandable 
structure for further algorithmic use. The real world 
applications such as financial data analysis, retail industry, 
biological data analysis, telecommunication industry and 
many more are utilizing the techniques of automated data 
analysis. According to the applications and the 
environment of learning the data mining methods may be 
categorized as either supervised or unsupervised. In 
unsupervised methods, no target variable (class labels) 
identified. The data mining algorithm responsible to search 
patterns among the entire feature sets. The unsupervised 
data mining method is also termed as clustering algorithms.  

Supervised methods of learning refer to a function that 
learns the data patterns from labelled training data. 
Training data includes both the input and the desired 
output in terms of attributes and their class labels. The 
common supervised data mining methods are classification, 
regression etc. but the predefined patterns for the learning, 
is not much accurate or that contains the noisy in patterns, 
then the learner is not properly trained for the desired task. 
On the other hand if the data is well defined and accurately 
provides the patterns for the required outcomes then the 



International Journal for Rapid Research in Engineering Technology & Applied Science 
ISSN (Online): 2455-4723 
Vol 2 Issue 7 August 2016 

 

 

 
Paper ID: 2016/IJRRETAS/8/2016/11615           2 

 

 

learning algorithm properly works and learns most of the 
patterns produced for training. Therefore the proposed 
work is intended to presents a data evaluation approach for 
improving the quality of data to optimizing the 
classification patterns of classifiers. The goal of proposed 
system is to modify the learning set in such manner by 
which the classifier accurately predicts the target classes. 

Data mining is a domain of information and knowledge 
processing where the raw data is analysed and processed 
for recovering the informative patterns form the data. 
According to the available literature the data mining 
process are working in three main phases the data pre-
processing, data model development and finally the 
performance analysis and testing. In first phase the 
available raw data is manipulated for cleaning and refining 
the data for optimizing and correcting the available 
information. In second steps using the pre-processed data 
algorithm works and produces the machine learning data 
model. Finally the data model is tested and performance is 
evaluated through different real world scenarios. 

According to the data processing and machine learning 
steps, in each phase of data mining the data is modified for 
enhancing the patterns hidden in data. Therefore after pre-
processing some of the researchers are implementing the 
feature selection and feature extraction approaches. The 
low level features are responsible to enlarge the patterns 
and their significance. The proposed work is intended to 
enhance the data mining based learning process by 
filtering the noisy patterns in training samples. Basically 
the data is found inconsistent, random and noisy in nature 
therefore the raw data is not suitable for learning. Thus 
such kind of noisy data not provides the appropriate 
significance for target information (class labels). Thus to 
improve the training data significance the feature 
extraction and noise reduction is a primary goal of the 
proposed study. The main reason behind the concept is the 
data quality is affecting the performance of classifiers 
performance. Incomplete data and/or noisy data are not 
suitable for accurate data modeling. Low quality data 
produces the incorrect learning that results poor 
classification capability of machine learning algorithm. 

II. PROPOSED TECHNIQUE 

The machine learning and accurate data mining 
technique involves a number of issues and challenges. The 
key issue is to identify the meaningful features to train the 
learning algorithms by which accurate classification or 
pattern recognition becomes feasible. This proposed study 
is focused to improve the dataset quality and training 
patterns for enhancing the classification accuracy of the 

available classifiers. Therefore the following issues are 
targeted to find the solution.   

 In machine learning processes, it is hard to make 
accurate classification because of less number of 
features in data sets or contains the incomplete 
information about the attributes. 

 Data quantity and quality is the main issue in the 
datasets if the attributes of the patterns are 
distributed randomly then the accurate predictions 
are not much feasible  

 A datasets may be containing irrelevant, 
redundant information instances that are known 
as noise or the outliers. These noises or irrelevant 
information introduces difficulty in learning 
processes. That affects the classification accuracy 
after training or data modeling. 

Suppose a data set contains the instances of data such that  ܦ = {�ଵ, �ଶ … �௡} 

Where each object in this set of data having a set of 
attributes  �� = {ܽଵ, ܽଶ, … ܽ௡} . These attribute having a 
relationship with each other to define a target pattern or a 
class ܥ   = ,ଵܥ} ଶܥ … {௠ܥ . Therefore a classification 
algorithm is made just like a function to identify the 
relationship among the attributes to prepare the data 
model. This trained or learned data model accepts a set of 
symbols (i.e. participating attributes ܽଵ, ܽଶ, … ܽ௡ ) and 
using the prepared model classify the set of attributes in 
some predefined classes ܥ = ,ଵܥ} ଶܥ … .݈݁݀݋݉  ௠} such thatܥ ,ሺܽଵݕ݂݅ݏݏ݈ܽܿ ܽଶ, … ܽ௡ሻ →  ܥ

If all the attributes having a relationship with 
corresponding class values then a target class is 
predictable, but when the amount of noise in attribute set is 
higher or the amount of attributes are less than a suitable 
definition of class values are not properly defined. For 
instance in place of ܽଵ, ܽଶ, … ܽ௡  the input is produces ܽଵ, ܾଶ, … ܽ௡ ( ܾଶ  is noise element) or ܽଵ, ܽଶ, … ܽ௡−ଵ (n-1 
shows the missing values) then the predicted class labels 
are not properly recognized. Thus a function is 
additionally required to measure the noise and undefined 
relationships to improve the quality of data for appropriate 
learning. 

In order to find the solution for the above defined 
complexity the following work is included in the proposed 
system. 

 If an accurate classification required thus is need 
to increase the features or significance of attribute 
relationships over the datasets. For this purpose 
feature construction or data refinement is required. 
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 Pre-processing or missing values handling or 
noise estimation or feature enhancement or 
feature selection of data is required. 

Proposed system includes simple steps for data quality 
assessment and improvements data quality. Therefore a 
simple process is demonstrated using figure 1. The given 
figure includes flow diagram and steps to understand the 
simplicity and effectiveness of the proposed technique. 

 

Figure 1 proposed system 

Dataset input 

The training data is produced in this phase as input to the 
system. The dataset can be structured or unstructured in 
formats but the in this approach the structured dataset is 
considered. This data set is contains the set of attributes 
and a pre-defined class labels for making it use for the 
supervised learning algorithms. For experimentation 
purpose the WEKA supported datasets (i.e. iris, wine,..) 
are used. 

Missing values handling 

The dataset used are recognized as the 2D vectors, these 
vectors are having N number of instances (rows) and M 
number of attributes (columns) these attributes are grouped 
according to the pre-defined patterns or class labels. But 
sometimes the set of attributes contains the null values or 
missing values thus refinement on the dataset is required. 
The procedural steps of handling the missing attributes are 
summarized on the below given table 1. 

Input: dataset D 

Output: refined dataset �ௗ 

Process: 

1. [col, row] = readDataset(D) 

ሺ݅ ݎ݋݂ .2 = ͳ; ݅ ൑ ;ݓ݋ݎ ݅ + +ሻ 

a. ݂ݎ݋ ሺ݆ = ͳ; ݅ ൑ ;݈݋ܿ ݆ + +ሻ 

i. ݂݅ሺܦ[݅][݆] ==  ሻ݈݈ݑ݊

1. remove ܦ[݅] 

ii. end if 

b. End for 

3. End for 

Table 1 missing values handling  

Linear regression 

Regression analysis is a statistical method of finding 
relationship between the data attributes. In linear analysis 
the data is modeled using linear approximation function. 
The key advantage of working with the regression analysis 
is that, it allows additional inputs and outputs relevant to 
statistical analysis. The outcomes of the linear regression 
is a least-squares estimator, lower confidence bounds, 
upper confidence bounds, residuals, matrix of intervals, 
and the statistics (i.e. the R2 statistic, the F statistic and p 
value, and error variance). 

Basically in simple linear regression analysis, initially 
dataset is a set of n points, in this context an independent 
variableݔ� , and two parameters, ߚ଴ ܽ݊݀ ߚଵ  are used for 
class predations thus the relationship is developed linearly. 
And these n points are going to fit in a straight line 
therefore the: 

Straight line can be defined using ݕ� = ଴ߚ + �ݔଵߚ +��        ݅ = ͳ, … , ݊………. (1) 

Adding a term in ݔ�ଶ to the preceding regression gives: 

Parabola: ݕ� = ଴ߚ + �ݔଵߚ + ଶ�ݔଶߚ + ��   ݅ =ͳ, … , ݊………… (2) 

This is still linear regression; although the expression on 
the right hand side is quadratic in the independent 
variableݔ� , it is linear in the parametersߚ଴,  ଶ. Inߚ ݀݊ܽ ଵߚ
both cases, �� is an error term and the subscript i indexes a 
particular observation. Given a random sample from the 
population, we estimate the population parameters and 
obtain the sample linear regression model: ݕ′� = ଴ߚ +  (3) ..……………�ݔଵߚ
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The residual, ݁� = �ݕ − �′ݕ  is the difference between the 
value of the dependent variable predicted by the modelݕ′� , 
and the true value of the dependent variable �ݕ  . One 
method of estimation is ordinary least squares. This 
method obtains parameter estimates that minimize the sum 
of squared residuals. 

Therefore the regression analysis is made using the 
function: [ߚ଴, ,ଵߚ �, ��, [ݐܽݐݏ =  ሻ…………….. (4)ܦሺݏݏ݁ݎ݃݁ݎ

Where ߚ଴ is used for least-squares estimator, confidence 
intervals are defined by ߚଵ . � is stands for residuals and 
matrix of intervals is given by �� ݐܽݐݏ .  is used for 
statistics. 

Noisy data: 

The previous step’s outcome two parameters �, ܽ݊݀ �� are 
used for to estimate the outliers from the input data. That 
can be performed using rcoplot function in MATLAB. 
Thus a function is used  ݐ݋݈݌݋ܿ݁ݎሺ�, ��ሻ………………. (5) 

The figure 3.2 is generated using the equation 5. Because �� is a two dimensional matrix which contains the matrix 
of intervals and R shows the residuals. In this graphical 
representation red line shows the higher error than defined 
confidence interval. Therefore that is an error among the 
available data or an outlier. Thus that is required to find 
out the index of the input dataset. by which the outliers are 
removed from the data. 

 

Figure 2 outlier detection 

Noise reduction 

The identified outliers from the data are removed in this 
phase thus the light weight process for the length of the 
dataset size is prepared. That accepts the ��  two 
dimensional matrix and evaluation of data is performed 
using the following functional algorithm. 

Input: matrix of intervals ��, The data set D 

Output: A cleaned and corrected dataset ܦ௖   

Process: 

݅ ݎ݋݂ .1 = ͳ ܦ ݋ݐ.  ℎሺሻݐ݈݃݊݁

2. If ��,ଵ ൑ Ͳ ܽ݊݀ ��,ଶ ൑ Ͳ 

௖ܦ .3  = Dሺ��ሻ+ భ� ∑ Dሺ��ሻ��=భଶ  

4. Else if ��,ଵ ൒ Ͳ ܽ݊݀ ��,ଶ ൒ Ͳ 

௖ܦ .5  = Dሺ��ሻ+ భ� ∑ Dሺ��ሻ��=భଶ  

6. End if 

7. End for 

8. Return ܦ௖   
Table 2 data correction  

Correct data 

The corrected data ܦ௖   is the final outcome of the proposed 
methodology for enhancing the features of the data to 
improve the classifier’s performance. Now the 
experimental environment for classification with the 
supervised learning is prepared. In this approach the SVM 
classifier is used. 

Classifier 

In machine learning, SVM is supervised learning models 
with associated learning algorithms. SVMs belong to a 
family of generalized linear classifiers and can be 
interpreted as an extension of the perceptron. SVMs are a 
group of supervised learning methods that can be applied 
to classification or regression. It is primarily a two class 
classifier. SVMs can efficiently perform non-linear 
classification using what is called the kernel function; 
indirectly map their inputs into high-dimensional feature 
spaces. It can also solve multiclass problem with the help 
of kernel methods and kernel function.  It aims to 
maximise the width of the margin between classes, that is, 
the vacant area between the decision boundary and the 
nearest training pattern. The basic idea of SVM classifier 
is to choose the hyper plane that has maximum margin. 
The dashed lines drawn parallel to the separating line mark 
the distance between the dividing line and the closest 
vectors to the line. The space between the dashed lines is 
called the margin. The vectors (points) that constrain the 
width of the margin are the support vector. Suppose the 
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two classes can be presented by two hyper planes parallel 
to the optimal hyper plane. 

 

Figure 3 Support Vectors ݓ௡ݔ� + ܾ ൒ ͳ ݂ݕ ݎ݋� = ͳ ܽ݊݀ ݐ = ͳ,ʹ,͵ … , �ݔ௡ݓ ݇ + ܾ ൑ −ͳ ݂ݕ ݎ݋� = −ͳ 

Where w = {w1, w2, w3,............, ݓ௡  } is a vector of n 
elements 

Figure 3 represents the small margin, large margin and 
support vectors during classification of a two class dataset. 
The kernel method consists of two modules: First one is 
the choice of kernel and the second one is the algorithm 
which takes kernel as input. The basic idea of kernel 
method is to map the data from input space to feature 
space F using Ø [11], Ø: X  F where X = “inputs”, F = 
“feature space”, Ø = “feature map”. The space of the 
original data is called input space We say that k(x, y) is a 
kernel function if there is a feature map Ø such that for all 
x, y  K(x, y) = Ø(x) . Ø (y). In pattern recognition a feature 
space is an abstract space where each pattern sample is 
represented as a point in n-dimensional space. Its 
dimension is resolute by the number of features used to 
describe the patterns. The concept of a kernel mapping 
function is very powerful. It allows SVM models to 
perform partings even with very complex boundaries. 
Figure 3.4 shows that how to map the data from low 
dimensional space to higher dimensional space. 

 

Figure 4 Non-linear Separable Data 

The mapping function needs to be computed because of a 
tool called kernel trick. The kernel trick is a mathematical 
tool which can be applied to any algorithm which solely 
depends on the dot product among two vectors. Every 
place a dot product is used; it is substituted by a kernel 
function. When appropriately applied, those candidate 

linear algorithms are transformed into non-linear 
algorithms. Those non-linear algorithms are correspondent 
to their linear originals operating in the range space of a 
feature space Ø. However, because kernels are used, the Ø 
function does not need to be ever explicitly computed. 
Kernel functions must be continuous, symmetric, and most 
rather should have a positive (semi-) definite Gram matrix. 
Kernels which are said to satisfy the Mercer's theorem are 
positive semi-definite, meaning their kernel matrices has 
no non-negative Eigen values. A positive definite kernel 
insures that the optimization problem will be convex and 
solution will be unique. Types of kernel functions: 

1. Linear Kernel: The Linear kernel is the simplest 
kernel function. It is given by the inner product 
<x, y> plus an optional constant c. ݇ሺݔ, ሻݕ =  ሺݕ�ݔ + ܿሻ 

2. Polynomial Kernel: The Polynomial kernel is a 
non-stationary kernel. Polynomial kernels are 
well appropriate for   problems where all the 
training data is normalized.   ݇ሺݔ, ሻݕ =  ሺݕ�ݔߙ + ܿሻௗ 

Adaptable parameters are the slope alpha, the 
constant term c and the polynomial degree d. 

3. Gaussian kernel: The Gaussian kernel is an 
example of radial basis function kernel.    ݇ሺݔ, ሻݕ =  ݁(−‖௫−௬‖మଶ�మ )

 

Classified data 

In this phase of data processing the data is classified using 
data mining algorithms i.e. SVM. 

Performance 

In this phase the performance of the system is evaluated 
and reported using the different performance parameters 
i.e. accuracy, error rate, time consumption and space 
complexity over the original dataset as that are available 
and processed according to the proposed technique.  

III. RESULTS ANALYSIS 

The performance of the similar classification algorithms 
over two different data correction approaches are 
evaluated and compared in this chapter. Therefor the 
different performance factors are evaluated and provided 
i.e. accuracy, error rate, memory consumption and time 
complexity. 

A. Experimental Datasets 
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In data mining and machine learning the key element of 
data models are data. Therefore according to the data 
utilization for learning is also affected the classification 
and categorization. There are two kinds of machine 
learning datasets are available first those dataset includes 
the class labels with the attribute sets these data sets are 
termed as supervised datasets. And secondly the dataset 
not including the target classes are known as unsupervised 
datasets. 

The most frequently used datasets for machine learning 
datasets are available at the machine learning dataset 
repository in arff format. An ARFF (Attribute-Relation 
File Format) file is an ASCII text file that describes a list 
of instances sharing a set of attributes. ARFF files have 
two distinct sections. The first section is the Header 
information, which is followed the Data information. The 
Header of the ARFF file contains the name of the relation, 
a list of the attributes (the columns in the data), and their 
types. 

B. Accuracy  

The performance of the classifier in terms of accuracy is 
given in this section. The performance evaluation of 
classifier is evaluated using n cross validation technique. 
The accuracy of the system can be given using the 
following formula. ܽܿܿݕܿܽݎݑ = ݈ܾ݈݁ܽ݅ݒܽ ݏ݈݁݌݉ܽݏ ݈ܽݐ݋ݐݏ݈݁݌݉ܽݏ ݂݀݁݅݅ݏݏ݈ܽܿ ݕ݈ݐܿ݁ݎݎ݋ܿ ݈ܽݐ݋ݐ �ͳͲͲ 

Dataset  Simple 
dataset 

Traditional 
method 

Proposed 
method 

Pima dataset 64.8438 77.8646 84.82 

Australian 
dataset 

91.5942 94.4928 95.2 

Bupa dataset 66.3768  71.0145 78.8 

Fourclass 
dataset 

81.2065 89.3271 94.7 

Iris dataset 95.3333 98.6668 99.62 

Seed dataset 93.3333 93.3333 95.2 

Table 3 classifier accuracy 

 

Figure 5 Classifier accuracy  

The performance of the proposed system and traditional 
approach is provided using the figure 5. In all the 
experimentation the similar classifier namely SVM is used 
but the datasets are changed according to the method 
selected. The blue bars in the given figure contain the 
SVM performance for the original datasets without any 
change. The red line of the figure demonstrates the 
performance of the fuzzy based data evaluation and feature 
construction technique. Finally the green line shows the 
performance of the data corrected by the proposed 
approach. According to the obtained results the classifier 
perform much better learning for proposed data quality 
enhancement technique as compared to the traditional 
technique. 

C. Error rate  

The error rate of the classifier reports the amount of data 
that are not properly recognized during the classification. 
The error rate of the classifiers can be evaluated using the 
following formula. ݁݁ݐܽݎ ݎ݋ݎݎ = ݕ݂݅ݏݏ݈ܽܿ ݋ݐ ݏ݊ݎ݁ݐݐܽ݌ ݈ܽݐ݋ݐݏ݊ݎ݁ݐݐܽ݌ ݂݀݁݅݅ݏݏ݈ܽܿݏ݅݉ �ͳͲͲ 

Or ݁݁ݐܽݎ ݎ݋ݎݎ = ͳͲͲ −   ݕܿܽݎݑܿܿܽ
Figure 6 and table 4 shows the error rate of the 
implemented systems. Therefore to represent the 
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performance of the algorithms the X axis contains the 
different experimental datasets and the Y axis shows the 
error rate percentage. The performance of the simple or 
original data set is given using blue bars and the red bar 
shows the performance of the traditional fuzzy based 
approach finally the green bars shows the performance of 
the proposed technique. According to the obtained 
performance the proposed technique produces the less 
error rate as compared to the traditional approach therefore 
the proposed technique is much effective as compared to 
the traditional approach.  

Dataset  Simple 
dataset 

Traditional 
method 

Proposed 
method 

Pima dataset 35.16 22.14 15.18 

Australian 
dataset 

8.41 5.51 4.8 

Bupa dataset 33.63  28.99 21.2 

Fourclass 
dataset 

18.8 10.68 5.3 

Iris dataset 4.67 1.333 0.38 

Seed dataset 6.67 6.67 4.8 

Table 4 error rate 

  

Figure 6 error rate  

 

D. Memory Consumption 

Memory consumption is also termed as space complexity 
of the system. The amount of main memory consumed 
during the system execution is known as the memory 
consumption or space complexity. The obtained memory 
consumption during different experiments is given using 
table 5 and figure 7. The performance of the experimental 
scenarios using the SVM classifier and the original dataset 
is given using the blue line. Similarly the performance of 
fuzzy based technique is demonstrated using the red line 
and finally the proposed technique is simulated using the 
green line according to the obtained performance the 
proposed technique consumes less memory for correcting 
the dataset as compared to the traditional approach.  

Dataset  Simple 
dataset 

Traditional 
method 

Proposed 
method 

Pima dataset 32171 35193 34216 

Australian 
dataset 

30291 35281 34251 

Bupa 
dataset 

32811 35928 34332 

Fourclass 
dataset 

33921 34726 30271 

Iris dataset 30548 32947 31261 

Seed dataset 34927 35872 34266 

Table 5 memory consumption 

 

Figure 7 memory consumption 
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E. Time Consumption  

The amount of time is required to generate the outcomes 
from the algorithm is known as the time complexity or 
time consumption of the system. The obtained results with 
the experimentation is given using table 6 and figure 8 

 

Figure 8 Time consumption 

Number of 
experiments  

Simple 
dataset 

Traditional 
method 

Proposed 
method 

Pima dataset 7.31 9.33 2.16 

Australian 
dataset 

13.91 12.81 5.21 

Bupa dataset 18.11 12.38 10.32 

Fourclass 
dataset 

9.21 7.26 7.31 

Iris dataset 5.48 9.47 6.63 

Seed dataset 19.27 18.72 12.66 

Table 6 Time consumption  

The obtained performance of the proposed and 
traditional algorithm for dataset quality improvement 
technique is demonstrated using the figure 8 and table 6 in 

this diagram the X axis shows the data set used during the 
experiments and the Y axis shows the time complexity of 
the algorithms for correcting the dataset attributes. 
According to the obtained performance the proposed 
algorithm consumes less amount of time as compared to 
the traditional approaches of the data correction. 

IV. CONCLUSIONS 

The entire work on data quality improvement and feature 
correction is performed successfully the chapter provides 
the essential facts obtained during the observations and 
experiments. Additionally the future extension of the 
proposed technique of data analysis is also reported in this 
chapter. 

A. Conclusion  

Data mining offers a way by which the hidden patterns 
form the raw input data are discovered. This process need 
to develop some algorithm that analyse the data and 
formulate them in a mathematical model. The formulated 
model helps to recognize the similar pattern data. But the 
noisy data can affect the formulation of data model and the 
decision making capability of the developed classifier 
model. Proposed study addresses the problem of noisy and 
incomplete datasets and their performance issues. 
Therefore a new technique is developing which pre-
evaluate the data and their patterns for obtaining the 
incompleteness and noisy candidates of the datasets.   

Thus the proposed work includes the missing or null 
values handling technique by evaluating data instances. 
Additionally for approximating the composition of noise 
in the datasets a linear regression based technique is 
presented. The linear regression technique helps to find the 
outliers from the data using the difference intervals and the 
estimated residuals. The estimated noisy instances of the 
data are corrected in the next phase. For correction of the 
noisy or outlier instances the mean algorithm is used and 
the quality of data is improved. The mean method enable 
the data to lies among the normal distributed points. 

The implementation of the proposed data quality 
assessment and improvement technique is performed using 
the MATLAB environment. After implementation the 
performance of the proposed system is evaluated and 
compared with the traditional method of performance 
enhancement of classifier by enhancing the datasets. For 
the comparative performance study of the system the 
accuracy, error rate, time consumption and the memory 
used.  The obtained performances of the similar classifier 
by enhancing the quality of data sets using both the 
techniques a performance summary table 7. 
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S. 
No. 

Parameters   Traditional 
method 

Proposed 
technique  

1 Accuracy  Low  High  

2 Memory  High  Low  

3 Time 
complexity  

High  Low  

4 Error rate High  Low  

Table 7 performance summary  

For evaluating the performance of the algorithms a number 
of different datasets are used and their quality 
improvement is performed. After enhancing the quality of 
dataset the similar classifier is used for classification and 
the performance is obtained. The obtained performance 
shows the proposed technique effectively reduces the 
misclassification rate and improves the accuracy of the 
classifiers.  

B. Future work 

The proposed system is adoptable and efficient according 
to the demonstrated performance analysis over different 
datasets and similar classifier. The proposed method is 
suitable for data quality estimation and data feature 
enhancement for supervised learning approaches. In near 
future the proposed technique can be enhanced for the 
following domains. 

1. Feature estimation and dimensionality reduction 
techniques  

2. Outlier detection in unsupervised learning 

algorithms i.e. clustering techniques. 
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