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Abstract: Recommender Systems (RS) are widely used 

for providing automatic personalized suggestions for 

information, products and services. Collaborative Filtering 

(CF) is one of the most popular recommendation 

techniques. However, with the rapid growth of the Web in 

terms of users and items, majority of the RS using CF 

technique suffer from problems like data sparsity and 

scalability. In this paper, we present a Recommender 

System based on data clustering techniques to deal with 

the scalability problem associated with the 

recommendation task. We use different voting systems as 

algorithms to combine opinions from multiple users for 

recommending items of interest to the new user. The 

proposed work use K-MEAN clustering algorithm for 

clustering the users, and then implement voting algorithms 

to recommend items to the user depending on the cluster 

into which it belongs. The idea is to partition the users of 

the RS using clustering algorithm and apply the 

Recommendation Algorithm separately to each partition. 

Our system recommends item to a user in a specific cluster 

only using the rating statistics of the other users of that 

cluster. This helps us to reduce the running time of the 

algorithm as we avoid computations over the entire data. 

Our objective is to improve the running time as well as 

maintain an acceptable recommendation quality. We have 

tested the algorithm on the Kaggle Product dataset.  

 

Keywords— Recommender Systems, Clustering, 

Voting System, Scalability. 

 

I. INTRODUCTION 
In everyday life, we often face a situation in which we 

need to make choices without sufficient personal 

experience. Ever increasing volume of information on the 

web has created the need for automated filtering, 

refinement and personalized presentation of information to 

users to help decision making. There have been efforts to 

design information filtering systems that filter and present 

information according to  

 

The preferences of the individual user. Recommender 

Systems (RS) form a subclass of information filtering  

Systems that help the users in their decision making 

process by suggesting items that the users may prefer. RS 

are being used in a number of e-commerce sites to help 

customers in finding suitable products [13]. Such systems 

should be able to identify the user preferences for items in 

the application domain. Typical application domains for 

RS include recommendations for music CDs and DVDs1, 

1http://www.dvdcdnow.com/ products2 and books3. 

Majority of the RS use Collaborative Filtering (CF) 

techniques [1], [7], [15], to predict the likely preferences 

of a user based on the known preferences of the other 

similar users. However, these CF based RS require 

computations that are very expensive and grow 

polynomials with the number of users and items in the 

database. To address this scalability problem, we propose 

a recommendation method using data clustering 

techniques and voting algorithms. Our proposed system 

avoids the costly similarity computations of the CF 

process by applying a voting4 based recommendation 

algorithm separately to each cluster. Note that though we 

partition the users’ space into smaller clusters and applied 

the voting based Recommendation Algorithm individually 

to the clusters, it does not mean that two users in different 

clusters cannot have similarity in the rating patterns. It 

may also happen that the recommendation quality 

degrades as we recommend only using the data of a 

particular cluster. However, our goal is to reduce the 

overall running time without sacrificing the 

recommendation quality much. This ensures scalability, 

allowing us to tackle bigger datasets. To demonstrate the 

applicability of our method, we are developing a Product 

Recommender System that will cater to the interests of 

users. RS for products have many dimensions. Each 

dimension has a set of attributes or elements. One of these 

dimensions may describe the type of a product (genre) and 

contain elements like horror, comedy, tragedy, musical, 

action, etc. RS usually combine the value/rating of the 

attributes of every dimension according to some evaluation 

criteria to obtain a recommendation rating of an item. In 

the proposed Product Recommender System, a classical 

voting method is used as the evaluation scheme. Principles 

of voting theory have been satisfactorily used for many 

years in multi-agent systems [4] regarding group decision 

making that maximizes social welfare. So, the use of 

voting theory in the proposed system promises 

recommendation that optimizes the user preferences. In 
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this work, we use K-MEAN [6] clustering algorithm for 

clustering the users in the dataset according to their 

respective preference of product genres. Experiments 

performed indicate that our method is effective in 

enhancing the scalability of the Recommender System. 

The rest of the paper is organized as follows. In section II, 

we review prior research related to clustering based RS 

and voting theory. Section III outlines our proposed 

scheme while sections IV and V present our clustering 

scheme and voting algorithms respectively. Section VI 

details our recommendation algorithm and in section VII, 

we report and analyze the experimental results. We 

conclude discussing our future research directions in 

Section VIII. 

 

II. RELATED WORKS 
A. Clustering Based Recommender Systems: Clustering 

algorithms are used in RS to identify clusters of users 

having similar preferences. Several CF based 

Recommendation Algorithms incorporated clustering 

methods in order to alleviate the sparsity and scalability 

problems. To overcome the sparsity problem, Xue et al. 

[17] proposed a CF system based on K-means clustering in 

order to smooth the unrated data for individual users 

according to the clusters. Jiang et al. [8] implemented a 

cluster-based collaborative filtering scheme on the basis of 

an iterative clustering method that exploits the inter-

relationship between users and items. In this model, both 

users and items are first clustered using the K-means 

algorithm, then a predicted rating is generated over user 

classes and item classes. To address the scalability issue, 

Sarwar et al. [12] clustered the complete user set on the 

basis of user similarity and used the cluster as the 

neighborhood. In contrast, O’Conner et al. [11] used 

clustering algorithms to partition the item set on the basis 

of user rating data. Das et al. [3] in their location-aware 

system used Voronoi Diagrams to tessellate the plane and 

applied the Recommendation Algorithm separately in each 

Voronoi cell. With the same perspective, George and 

Merugu [5] used a collaborative filtering approach on the 

basis of a weighted co-clustering algorithm that involves 

simultaneous clustering of users and items.  

B. Voting Algorithms: Voting algorithms can be used in 

selecting choices from several conflicting alternatives. 

Implementation of voting theory can be found in many 

applications. Lang [9] introduced the notion of 

combinatorial vote, where a group of agents (or voters) 

express preferences and come to a common decision 

concerning a set of non-independent variables to assign. 

He studied two key issues pertaining to combinatorial 

vote, namely preference representation and automated 

choice of an optimal decision. Webber et al. [16] presented 

a mechanism for diagnosing and modeling learner’s 

conceptions on the basis of a theoretical model of 

conceptions. They applied techniques from voting theory 

for group-decision-making. Mukherjee et al. [10] 

developed an online product recommendation system 

using principles of voting theory. Their system provides 

multiple query modalities by which the user can pose 

unconstrained, constrained, or instance-based queries. In 

this work, we try to address the scalability problem 

associated with Recommendation Algorithms by 

implementing data clustering and voting techniques.  

 

III. PROPOSED SCHEME 

In this work, we use the Kaggle Prize dataset5 for testing 

our Recommendation System. The dataset contains 17770 

product rating files, 480189 users who have rated the 

products and 29 genres. Ratings are on a five star (integral) 

scale from 1 to 5. The proposed work recommends 

products to new users according to their preferred genres. 

Our system has a provision for the users to specify their 

preferences for genres. We have considered a maximum of 

four genres per user in which he can express his choices. 

Our approach learns the preferences of the individual users 

based on the genres and builds a user database. Clustering 

algorithm is applied to cluster the users in the database so 

that the users in the same cluster exhibit similar tastes. We 

use K-MEAN clustering algorithm to cluster the users with 

respect to their preferences of product genres. Once the 

clusters are created, predictions for an individual can be 

made by averaging the opinions of the other users in that 

cluster. Voting based Recommendation Algorithm is then 

used in the individual clusters for selecting the 

recommended items for a new user. 

Our Recommender System provides the following major 

functionalities to its users.  

• The system stores user preferences in the form of user 
provided weights of different attributes like comedy, 

drama, action, etc. of the genre dimension. The system 

also stores the relative importance of each of these 

attributes as specified by the users (e.g., whether the user 

rates the comedy above drama). 

 • The system recommends a few most probably likeable 

products to the users. Principles of voting theory are 

applied to recommend products on the basis of the cluster 

to which the user belongs.  

 

IV. CLUSTER FORMATION 

Clustering techniques are used to identify groups of users 

having similar characteristics. The proposed work use a K-

MEAN based clustering process to cluster the users of the 

dataset. Before implementing our clustering algorithm, we 
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need to perform the following preprocessing on the 

dataset.  

A. Preprocessing : The training dataset of Kaggle 

contains 17770 rating files one per product. Each product 

rating file contains the ratings given by the customers to 

that product. We first find the average rating of each 

product given by all the customers. Next, we create a 

product database having the following fields: product id, 

year of release, title, avg rating, and genre. Here avg rating 

is the average rating of the product. Our system 

recommends products from this product database 

according to the user’s preference of product genres. Since 

we recommend according to the product genres, we build a 

training set of user preferences for product genres along 

with genre weights. Genre weights belong to the set [0, 1}. 

Weights are assigned to each genre according to their 

order of preference and then they are normalized. In this 

work, we consider four genres per user from the available 

genres present in the product database. In order to build 

the training set, we randomly select four genres per user 

from the available 29 genres, and the corresponding 

weights of the genres are also assigned randomly. 

Clustering technique is applied to this training set to move 

the users to the corresponding clusters according to their 

preferred genres. Table I shows a sample of the training set 

of users’ preferences for product genres.  

B. Clustering Algorithm: The proposed work partitions 

the users in the dataset according to their preference of 

product genres. Let U represent the entire set of users. We 

partition the set U into p partitions U1, U2, · · ·  , Up, where 

Ui ∩ Uj = φ for 1 ≤ i, j ≤ p; and U1 ∪ U2, · · ·∪ Up = U. 

For any user u, if u ∈ Ui then the recommendation 

algorithm uses the entire cluster Ui as the neighborhood. 

K-MEAN [6] algorithm requires two parameters: (i) 

neighborhoods (eps), which defines the radius of the 

neighborhood of a given object and (ii) MinPts, the 

minimum number of points required to form a cluster. The 

algorithm starts with an arbitrary starting point that has not 

been visited. The neighborhoods of this point is retrieved, 

and if the number of points present in it ≥ MinPts, a cluster 
is started. Otherwise, the point is labeled as noise. This 

point might later be found in a different cluster. If a point 

is found to be part of a cluster, its ε-neighborhood is also 

part of that cluster. Thus, all points that are found within 

the ε-neighborhood are added to that cluster. This process 

continues until the cluster is completely found. Then a new 

unvisited point is retrieved and processed, leading to the 

discovery of a further cluster or noise. 

 

 

V. VOTING SCHEME 

Clustering algorithm partitions the entire users’ space into 

smaller clusters. In order to select the most popular items 

in a cluster, we apply a voting based algorithm 

individually to the clusters. Now we explain our voting 

algorithm in details. 

Suppose there is a list of alternatives A = {a1, a2, 

a3,...,ai}, a set of voters V = {v1, v2, v3,...,vj} and a 

preference function P, that returns the rank ordering of the 

alternatives given by a voter. A voting scheme will 

produce a ranking of the alternatives. A ranked voting 

method allows each voter to rank the candidates in order 

of preference. Some ranked methods also allow voters to 

give multiple candidates the same ranking. Strafing has 

listed several criteria to rate the desirability of the outcome 

of different voting rules[14]. 

In our work, we use the Board count voting rule. The 

Board count is a ranked voting method. It works as 

follows: it assigns points to an alternative, on the basis of 

its position in a voter’s preference list. The last place 

alternative gets 1 point, the second to last gets 2 points, 

and so on until the first place, which gets n points. If a 

voter is indifferent to 2 or more alternatives, then each one 

is assigned the average of the alternatives. For example, if 

a voter has the preference list of P = {a, {b, c, d}, e, f}, 

then the points are awarded as follows: f gets 1, e gets 2, d, 

c, and b each get 4, and finally a gets 6. The alternative 

that receives the highest number of votes from all the 

voters is the Board count winner. 

We use the genre dimension to provide a Board count for 

each of the elements of that dimension. Each user has a 

preference genre list like G = {Action, Drama, Comedy, 

Horror} and say the corresponding set of normalized 

weights W = {0.35, 0.31, 0.23, 0.09}. Our work assigns 

points to the different genres present in the preference list 

as follows. The last genre option (4th) gets 1, the 3rd one 

gets 2, the 2nd one gets 3 and the 1st alternative gets 4 

points. For example Horror = 1, Comedy = 2, Drama = 3 

and Action = 4. 

We assign points to genre alternatives as above for all the 

users in each cluster. Next, we define a Rating Vector 

(RV) for each of the clusters. A Rating Vector is a vector 

having dimension equal to the total number of genres. 

Every element of this vector corresponds to a specific 

product genre. RV contains the total vote received by the 

different genres from all the users in that cluster. The 

genre receiving the highest vote is the winner in that 

cluster. The scheme is delineated in its algorithmic form as 

follows: 

In Algorithm 1, n is the total number of clusters, cl is an 

array of n clusters and rv is the rating vector one per each 

cluster. Procedure Calculate Rating () calculates the total 

vote received by the genres from all the users in a cluster. 
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Here s is the size of the cluster c, i.e., total number of users 

in the cluster and r is the rating vector of that cluster. v[i] 

is the preference vector of the ith user. Sum Rating () 

function 

Algorithm 1:  Voting(n, cl[ ]) 

 

1: Vector rv = new Vector[n] {rv : Rating Vector} 

2: for i = 0 to n do  

3: rv[i] = calculate Rating(cl[i]) 

4: end for  

5: for i = 0 to n do 

6: display rv[i]  

7: end for 

 

Algorithm 2: Calculate Rating(c) 
1: s = c.size() 

2: Vector r = new Vector()  

3: for i = 0 to s do 

4: r = sum Rating(r, v[i]) {v[i] : ith user vector} 

5: end for  

6: return r 

 

Algorithm 3: Sum Rating(r1,v1 ) 
1: s1 = r1.size ()  

2: Vector r2 = new Vector() 

3: for i = 0 to s1 do 

4: sum = r1[i] + v1[i]) 

5: r2[i] = sum 

6: end for  

7: return r2 

 

Calculates the cumulative vote received by the different 

genres from the users of the cluster. Here s1 is the total 

number of genres present in the rating vector, and r2 

contains the final rating vector of the respective cluster. 

The dimension of the vectors used in the above algorithms 

is equal to the total number of genres. 

 

VI. PRODUCT RECOMMENDATION ALGORITHM 

The Recommendation Algorithm recommends a list of 

items (products) to the users in the cluster (or partition) 

with the idea that the recommended items will be liked by 

the users. In this work, we recommend products to the user 

according to his most preferred or liked product genres. As 

already mentioned in section I, the Recommendation 

Algorithm is applied separately to the clusters with the aim 

of reducing the complexity of the system. However, it may 

sometimes degrade the recommendation quality. Our aim 

is to optimize the algorithm such that it generates faster 

recommendation without compromising the 

recommendation quality much. We now present our 

Recommendation Algorithm in detail. 

For recommending products to users, first we build a test 

set of user preferences for product genres along with 

normalized genre weights. Weights belong to the set [0,1}. 

We consider a maximum of four genres (randomly 

selected) per user from the available genres present in the 

product database. Then we randomly select one of the 

users from this test set and represent the preferences of this 

naive user as a vector in k dimensions, where k is the total 

number of genres. Weights are assigned to the genres 

according to their order of preference. Our algorithms 

extracts the highest weight genre (most preferred) of this 

user from the preference vector, and then recommend 

products according to this genre so that the recommended 

products might interest him the most. Let us take an 

example of this scheme. 

Suppose a user’s preference vector is P V = {Adventure, 

Action, Drama, Comedy} and the corresponding 

normalized genre weight W = {0.42, 0.33, 0.21, 0.01}. As 

adventure is the most preferred genre, the system 

recommends products belonging only to that genre to a 

new user. To accomplish our recommendation task, we 

need to assign this target user to one of the clusters found 

by the clustering algorithm. This is done as follows. We 

extract the highest weight genre from the preference vector 

of this target user, and compare it with the corresponding 

genre of the Rating Vector (RV) of all the clusters. The 

cluster having the maximum vote for that genre is the 

winning cluster and the new user is assigned to this cluster. 

Assuming the fact that all the users of the winning cluster 

have seen all the products of this genre, we recommend the 

new user a list of top-10 products of this genre highly rated 

by the users of that cluster. The recommendation process 

can be summarized as follows: 

Algorithm Recommend Products 
Step 1: Select one user for recommendation. 

Step 2: Represent the user’s genre preferences as a        

vector (preference vector).  

Step 3: Assign weights to different genres of the vector.  

Step 4: Extract the highest weight genre of this vector. 

Step 5: Assign the user to one of the clusters according                    

to his most preferred genre.  

Step 6: Recommend top-10 highly rated products on the 

basis of the most preferred genre. 

 

VII. EXPERIMENTS AND RESULTS 

We conducted several experiments to evaluate the 

effectiveness of the proposed method. In this section, we 

describe the experimental settings in detail. We have tested 

our recommendation algorithm on the Kaggle dataset to 

validate our scheme.  

In this work, we use Precision and Recall metrics to 

measure the quality of the top-10 recommended list. 
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Precision and Recall are widely used by RS to evaluate 

their recommendation quality. We formally define them 

below. 

Precision: Precision measures the degree of accuracy of 

the recommendations produced by the algorithm. In our 

system, Precision measures what fractions of the 

recommended items are liked by the customers. Precision: 

Precision measures the degree of accuracy of the 

recommendations produced by the algorithm. In our 

system, Precision measures what fraction of the 

recommended items is liked by the customers. 

 

Precision=        

 

Recall: The Recall metric is also known as the hit rate, 

which is widely used for evaluating top-K Recommender 

Systems. In our Recommender System, Recall measures 

what fraction of the items liked by the customers, has been 

recommended by the algorithm. 

 

Recall =         

 

B. Experimentation with Clustering Algorithm 
Our work partitions the users in the dataset according to 

their product genres. As already discussed in section IV, 

we represent the preferences of each user as a vector 

(preference vector) in k dimensions, where k is total 

number of genres. The values of these dimensions are the 

normalized weights of the corresponding genre. We have 

then implemented the K-MEAN clustering algorithm to 

cluster the users.  

 

 
Figure 7.1 Violin plot between Product Rating and 

Quality Index 

In this figure 7.1 displays Violin plot between Product 

Rating and Quality Index which Quality Index compare to 

Product Rating give best result. 

 
Figure 7.2 Density Plot in Some Attributers on Given 

Data Set. 

 

Table 7.1 Result between Existing and Proposed Work 

  
Existing Work 

(%) 

Proposed Work 

(%) 

Recall 71.47 79.166 

Accuracy 78.25 81.25 

Precision 67.5 90.9 

F1_Score 84.38 86.95 

 

 
Graph 7.1 Results between Existing and Proposed 

Work 
Analyzing the results of the experiments performed, we 

can conclude that our approach is efficient in reducing the 

running time without sacrificing the recommendation 

quality in most cases. This establishes that our method is 

scalable and it can be used to deal with even bigger 

datasets. 

 

VIII. CONCLUSION 
In this paper, we have presented a scalable clustering 

based Recommender System. We have incorporated voting 

based product selection technique that uses stored user 
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preferences for genre. Our proposed approach deals with 

the Scalability problem of the recommendation task by 

applying the recommendation algorithm separately to the 

clusters. Our K-MEAN based clustering algorithm 

successfully identified the clusters as well as noise points. 

We have discarded the noise points (users not belonging to 

any cluster) so that they do not contribute to the voting 

procedure. Incorporating other product dimensions such as 

Actors, Actresses, etc. for the recommendation purpose 

will be the focus of our future work. We also have a plan 

to implement other data clustering and voting algorithms 

with the aim of optimizing the clustering technique and 

hence the Recommendation Algorithm. 
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